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1. Introduction: What is the ECM 

The name, ECM, is the acronym of Evolving Clustering Method. The ECM can be used in an on-line manner and, in this case, it is a fast, distance based ‘one-pass’ clustering algorithm without any optimising process for dynamically estimating a number of clusters and finding their centres in a set of data. In order to partition the input space with training data for creating fuzzy rules, ECM has been specially designed for an on-line neural-fuzzy model: Dynamic Evolving Neural Fuzzy Inference System (DENFIS), and it can also be employed by Evolving Fuzzy Neural Networks (EFuNNs). 

We can also use an ECM in off-line applications, and in these cases, the ECM employs an optimising process (constrained minimisation) to make an objective function obtain the minimum value. 

The ECM is one of modules of ECOS Toolbox, which is a collection of Evolving Connectionist Systems’ functions and GUIs implemented in the MATLAB numeric computing environment. There are two functions, ecm, ecmp and one GUI, ecmgui, in current version. 

2. Clustering A Data Set with ECM Function — ecm 
ecm can be called by the following command:

[result] = ecm(dataset, parameters);


where, dataset is a matrix, in which each row is a sample data point, and parameters is a structure for setting clustering parameters. This structure has two fields described as follows:

parameters.dthr :
distance threshold (default: 0.1).    

parameters.epochs : 
number of epochs of optimising process for off-line mode, and if 0, an on-line clustering is implemented (default: 0). 

The clustering result, result,  is a structure which consists of several fields:

result.Cent:

cluster centres

result.Obj: 

objective value

result.MaxD:

maximum distance

3. Plotting with ECM Function — ecmp 

After running ecm, a result structure has been created and then, the function ecmp can be used for plotting the clustering result. The function can be called by the following command:

ecmp = (result, p);

here, p is a numeral: 1—4 for plotting the samples and cluster centres in the original data space and 5—8 for plotting in a PCA space. Two parameters, XData and YData, can be set for plotting, e.g., 

result.XData = 1; means the first column data is taken as the x data

result.YData = 2; means the second column data is taken as the y data.

4. Examples with ECM functions

Example 1

step 1: 





% load data

load cgas2.txt




step 2: 





%  call ecm for clustering


[res] = ecm(cgas2);


%  ECM clustering with default parameters

step 3: 





%  call ecmp for plotting


ecmp(res);


            %  plot  the result

Example 2

step 1: 





%  load  data

load wat2.txt



step 2: 





%   set parameters


parm.dthr = 0.15;


            parm.epochs  = 3;


step 3: 





% call ecm for clustering


[res] = ecm(wat2, parm);

 

step 4:  




%  call ecmp for plotting


ecmp(res, 3);





5. Using the ECM GUI: ecmgui
The ECM GUI looks like the following figure, and is invoked using the command line, ecmgui.
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· Enter the name of data set using the push button named Samples or using the editable field beside the button in Data & Parameters region. The data set should have a structure the same as the data set used in ECM function, ecm 
· If the result file is wanted, enter the name using the button named Result or using the editable field beside the button. The result file will save the cluster centres with corresponding cluster radiuses. In the result file, each row consists of a cluster centre vector and the corresponding cluster's radius that follows the cluster centre vector. 

· Enter the parameters in Data & Parameters region or use their default values. 

· Click Start button to start the clustering process and all of clustering information and results are displayed in both numeric and graphic.
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