
November 19, 2010 10:50 00256

International Journal of Neural Systems, Vol. 20, No. 6 (2010) 481–500
c© World Scientific Publishing Company

DOI: 10.1142/S0129065710002565

ON THE PROBABILISTIC OPTIMIZATION OF SPIKING
NEURAL NETWORKS

STEFAN SCHLIEBS∗ and NIKOLA KASABOV†

Knowledge Engineering and Discovery Research Institute
Auckland University of Technology, New Zealand

∗sschlieb@aut.ac.nz
†nkasabov@aut.ac.nz
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The construction of a Spiking Neural Network (SNN), i.e., the choice of an appropriate topology and
the configuration of its internal parameters, represents a great challenge for SNN based applications.
Evolutionary Algorithms (EAs) offer an elegant solution for these challenges and methods capable of
exploring both types of search spaces simultaneously appear to be the most promising ones. A vari-
ety of such heterogeneous optimization algorithms have emerged recently, in particular in the field of
probabilistic optimization. In this paper, a literature review on heterogeneous optimization algorithms is
presented and an example of probabilistic optimization of SNN is discussed in detail. The paper provides
an experimental analysis of a novel Heterogeneous Multi-Model Estimation of Distribution Algorithm
(hMM-EDA). First, practical guidelines for configuring the method are derived and then the perfor-
mance of hMM-EDA is compared to state-of-the-art optimization algorithms. Results show hMM-EDA
as a light-weight, fast and reliable optimization method that requires the configuration of only very few
parameters. Its performance on a synthetic heterogeneous benchmark problem is highly competitive and
suggests its suitability for the optimization of SNN.

Keywords: Spiking Neural Network; heterogeneous optimization algorithms; Estimation of Distribution
Algorithms; Multi-Model EDA; evolutionary algorithms.

1. Introduction

The desire to better understand the impressive infor-
mation processing capabilities of the mammalian
brain has recently led to the development of more
complex and more biologically plausible connection-
ist models, the spiking neural networks (SNN). See
e.g., Ref. 1 for an introduction and Ref. 2 for a com-
prehensive standard text on the material. Recent
reviews on SNN can be found in Refs. 3 and 4. These
models use trains of spikes as internal information
representation rather than continuous variables. In
Ref. 1, the author argues that SNN have at least
similar computational power to the traditional arti-
ficial neural networks (ANN), such as the multi-layer

perceptron (MLP) derivates. Nowadays, many stud-
ies use SNN for practical applications, some of them
demonstrating very promising results in solving com-
plex real world problems. For example, substantial
progress has been made in areas such as speech recog-
nition,5 learning rules,6,7 associative memory,8 and
function approximation.9 Other studies have investi-
gated the simulated growth of SNN and the emer-
gence of firing sequences in large networks,10 but
also hardware implementations using CMOS technol-
ogy11 and the use of SNN for EEG data classification
and seizure detection.12,13

However, these novel models have also introduced
new complex problems. The learning of a desired
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network behavior, i.e., the synaptic plasticity, is par-
ticularly hard to address in SNN. In a general way,
the overall construction of a network, including the
choice of an appropriate topology and the setting
of its internal parameters, remains a great challenge
for SNN based applications, because a variety of dif-
ficulties impair the development of learning proce-
dures for SNN. The explicit time dependence results
in asynchronous information processing that com-
monly requires complex software and/or hardware
implementations to simulate these neural networks.
Additional difficulties are added by the fact that
recurrent network topologies are commonly used in
SNN and thus the formulation of a straightforward
learning method, such as back-propagation for MLP,
is not possible. Finally, the fine-tuning of the learn-
ing algorithm itself appears to be another complex
but critical aspect of the construction of SNN and
therefore specific methods need to be designed and
evaluated.

Evolutionary Algorithms (EAs) are stochastic
optimization techniques offering an elegant solution
for constructing and optimizing SNN. Numerous
studies have discussed such schemes, especially in
the context of the evolution of the weight matrix and
the topology of neural networks. See for example the
study presented in Ref. 14 where a Differential Evo-
lution algorithm trains the weights of a SNN to solve
a classification task and the work by Ref. 15 where
the topology of a neural network is optimized using
a Genetic Algorithm (GA).

Methods capable of exploring different search
spaces simultaneously appear to be the most promis-
ing. Recently, such an heterogeneous evolutionary
algorithm was proposed in the context of a SNN
based feature selection and classification problem.16

This algorithm employs separate probabilistic mod-
els to represent a combined solution consisting of a
binary and a continuous sub-component. The binary
sub-components encodes the feature space (pres-
ence/absence of features) and the continuous sub-
component encodes the parameter space of the SNN.
Due to the metaphor of the optimization algorithm
the SNN based classifier was named the Quantum-
inspired SNN (QiSNN) framework. It was shown in
Ref. 16 that employing a heterogeneous optimizer
is very beneficial for the classification performance

of the system. Exchanging the optimizer for a more
traditional EA resulted in a significant performance
decrease.

In this paper, we argue that the heterogeneous
EA proposed in Ref. 16 may be a general tool for the
optimization of other SNN based applications. Con-
sequently, this paper has the following goals. First,
we present a literature review on heterogeneous
EA that might be potentially useful for optimizing
SNN. Second, recent developments on QiSNN are
reviewed, since this approach represents an example
for the successful application of heterogeneous EAs.
Third, we experimentally analyze the novel heteroge-
neous EA introduced in QiSNN and integrate it into
the family of Estimation of Distribution Algorithms
(EDA). We provide practical guidelines for config-
uring the method in order promote the application
of the algorithm to other problems. Furthermore, we
compare its performance to numerous optimization
algorithms and discuss its computational costs.

2. EA for Optimizing SNN

The idea of exploring heterogeneous search spaces
is not new. Among the earliest contributions to this
research area is the work by Ref. 17 where a GA
was used to optimize binary chromosomes struc-
tured in sub-components to allow the encoding of
connectivity and connection weights in a single bit
string. Promising results have been reported on a
9 × 9 bit character recognition problem. A similar
approach was investigated in Ref. 18, where an algo-
rithm called ANNA ELEONORAa was presented.
Here the presence or absence of a connection between
two neurons was encoded by a connectivity bit, fol-
lowed by a number of additional bits representing the
corresponding connection weight. Due to the binary
representation of the weights, a conversion from bit
strings into real values was required. The granular-
ity of the weights, i.e., the number of bits used for
encoding a single weight, was adapted as part of the
evolutionary process. As a consequence, since the
interpretation of the bits in the chromosome was
not homogeneous, a set of complex crossover and
mutation operators has been defined. The method
was later developed further in Ref. 19, in which the
binary chromosome was replaced by a continuous

aAbbreviation for Artificial Neural Networks Adaptation: Evolutionary Learning of Neural Optimal Running Abilities.

In
t. 

J.
 N

eu
r.

 S
ys

t. 
20

10
.2

0:
48

1-
50

0.
 D

ow
nl

oa
de

d 
fr

om
 w

w
w

.w
or

ld
sc

ie
nt

if
ic

.c
om

by
 A

U
C

K
L

A
N

D
 U

N
IV

E
R

SI
T

Y
 O

F 
T

E
C

H
N

O
L

O
G

Y
 o

n 
08

/0
9/

17
. F

or
 p

er
so

na
l u

se
 o

nl
y.



November 19, 2010 10:50 00256

On the Probabilistic Optimization of Spiking Neural Networks 483

one. Although the real value representation seems
appropriate for the evolution of connection weights,
it is less suitable for the representation of the connec-
tivity bit. Similar genetic approaches were discussed
in Refs. 20–23.

All of the above studies employ EAs to explore
a heterogeneous search space using either a binary
or a continuous representation of the chromosome.
As a consequence these methods are not optimally
adapted for the exploration of either the continuous
or the binary sub-component of a candidate solu-
tion. In Ref. 24 this issue was explicitly addressed
by proposing a method called FeaSANNT (Feature
Selection and Artificial Neural Network Training).
FeaSANNT is a GA using a binary representation
for the evolution of appropriate feature subsets and
a continuous representation for the optimization of
the weight matrix of the neural net. The method is
discussed in greater detail in Ref. 25. For each rep-
resentation individual genetic operators are imple-
mented. A standard two-point crossover along with
bit-flip mutation is used for the binary landscape,
while uniform random mutations and Lamarckian
learning using back-propagation are applied to the
variables of the continuous solution part. A practical
application of FeaSANNT on a wood veneer classi-
fication problem can be found in Ref. 26. Further
efforts have been made to also evolve the network
topology, cf. Ref. 27, which required the definition
of additional operators, such as node deletion and
insertion according to some user-specified probabil-
ity parameters.

Very recent studies follow similar trends. The
chromosome in Ref. 28 consists of the concatena-
tion of three parts: A connectivity bit encoding the
presence or absence of a connection, a real-valued
weight, and another bit representing the presence or
absence of a particular hidden neuron. A GA is used
but the actual genetic operators are unfortunately
not reported in the article. A modified version of a
Particle Swarm Optimizer is proposed in Ref. 29 that
also evolves the neural transfer function in addition
to topology and connection weights.

Many heterogeneous optimizers are specialized
for the evolution of the topology and the weight
matrix of neural networks. Only very few general
mixed-variable algorithms exist. Arguably among
the most promising algorithms on heterogeneous
optimization is the Mixed Bayesian Optimization

Algorithm (MBOA) introduced in Ref. 30. In
MBOA, a set of decision trees that are iteratively
constructed and adapted during the evolutionary
process, explore the search space in a probabilistic
fashion. New solution candidates are sampled accord-
ing to the current state of the trees. Although MBOA
was not extensively investigated on heterogeneous
problems, promising results have been obtained on
binary benchmark problems. The continuous opti-
mization performance of MBOA, on the other hand,
is less competitive as experimentally demonstrated in
Ref. 31. Furthermore, the method involves a signif-
icant computational overhead, which has motivated
a multi-threaded implementation on parallel hard-
ware.32

Other directions have suggested the use of dif-
ferent EA variants. A heterogeneous version of an
Ant Colony Optimization (ACO) algorithm was pro-
posed in Ref. 33. Due to the lack of comparison
algorithms, the authors have experimentally inves-
tigated the performance of the method using a num-
ber of continuous benchmark functions. Thus, the
suitability of this ACO on mixed-variable problems
is less clear. However, it is interesting to note that
the principle idea of ACO is also based on a prob-
abilistic exploration of the search space, as shown
in Refs. 34 and 35. This is very similar to the
above-mentioned MBOA, despite the very different
metaphor employed in ACO. While ACO assumes a
population of “ants”, each of them iteratively con-
structing a solution according to discrete or continu-
ous probability distributions, MBOA emphasizes on
an entirely mathematical description of its working.

When summarizing the presented survey on
mixed-variable optimization methods, several con-
clusions can be made. First of all, the exploration
of heterogeneous search spaces is feasible and was
implemented in numerous algorithms. However, few
of them are suitable for an application to general het-
erogeneous optimization problems. Either the rep-
resentation of the search space is non-optimal, i.e.,
binary-only or continuous-only representations, or
the optimization algorithm is too problem specific,
e.g., its application aims explicitly towards topol-
ogy and weight optimization of neural networks.
Furthermore, although some general purpose mixed-
variable optimizers have been developed recently,
none of them was studied thoroughly on heteroge-
neous problems. We have also noted that the most
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promising mixed-variable algorithms employ a prob-
abilistic model to explore the search space.

3. QiSNN

With encouraging results SNN were presented
in the context of a feature subset selection
(FSS) problem.36 In this work, a binary state-
of-the-art optimization algorithm, namely the Ver-
satile Quantum-inspired Evolutionary Algorithm
(vQEA),37 was combined with an evolving Spiking
Neural Network (eSNN).38 Through implementing
quantum principles, vQEA evolves in parallel a num-
ber of independent probability vectors, that may
interact at certain intervals with each other, form-
ing a multi-model Estimation of Distribution Algo-
rithm (EDA).39 Following the wrapper approach,40

vQEA was used to identify relevant feature sub-
sets and simultaneously evolve an optimal eSNN
parameter setting. Due to the quantum metaphor
employed in vQEA, the architecture was referred to
as the Quantum-inspired SNN (QiSNN) framework.
Applied to carefully designed benchmark data, con-
taining irrelevant and redundant features of varying
information quality, QiSNN reported excellent classi-
fication results and an accurate detection of relevant
information in the data set.36

The QiSNN framework was also used in a case
study on ecological modeling41 in which relevant fea-
tures for predicting the presence/absence of insect
species at different geographical sites were identified.

Recently, QiSNN was improved by introducing a
novel hybrid optimization method based on vQEA,
which allows the exploration of heterogeneous search
spaces.16 In the context of QiSNN, this algorithm
uses a binary representation for optimizing feature
subsets and a continuous representation for evolv-
ing appropriate real-valued configurations of the
eSNN classifier. The novel method was shown to be
highly beneficial on two benchmark problems and
one real-world data set.

The QiSNN is illustrated in Fig. 1. Given a spe-
cific data set, samples are selected and for each of
them a feature subset is extracted using a bit mask
in which each bit represents a single feature. The
quality of this feature subset is then evaluated by
the eSNN classification method which is configured
using a specific parameter set, i.e., a vector of real
values. The quality measure for both the bit mask
and the parameter configuration is used as the fitness
criterion for an evolutionary algorithm, which in turn
proposes a new candidate solution. This solution con-
sists of a binary and a continuous sub-component,
that represent a bit mask and a parameter set respec-
tively. The process iterates until a termination crite-
rion is met.

In Ref. 42, some detailed experimental anal-
ysis of the behavior and functioning of QiSNN
were presented. Especially interesting is the pro-
cess of the simultaneous optimization of features
subsets and eSNN parameters and their interaction
and mutual influences. Furthermore, the role of the

Fig. 1. Structure of QiSNN. A specialized evolutionary algorithm evolves a combined solution consisting of a binary and
a real-valued sub-component, which represent a feature subset (FSS) for a data sample and a parameter configuration
for an eSNN classifier respectively. The quality of this combined solution is evaluated by determining the classification
accuracy of eSNN on a set of test samples.
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neural encoding and its impact on the classification
characteristics of QiSNN was investigated. As a
result of this analysis the experimenter is pro-
vided with a comprehensive understanding of all
parameters involved in QiSNN and recommendations
are given for configuring parameters that are not
included in the evolutionary optimization process.

A comprehensive description and analysis of
QiSNN can be found in Ref. 43.

4. Heterogeneous Optimization

QiSNN employs a heterogeneous optimization algo-
rithm belonging to the family of Estimation of
Distribution Algorithms (EDA).44 It uses special-
ized representations to explore a binary and a con-
tinuous search space simultaneously. Consequently,
the method was named Heterogeneous Multi-Model
EDA (hMM-EDA). In the context of QiSNN, hMM-
EDA was shown to perform well especially when
compared to a binary-only optimizer.

In this section we present a comprehensive
description of hMM-EDA. On a synthetic bench-
mark problem, we derive some practical guidelines
to configure the method, compare its performance
to a number of related EAs and discuss the compu-
tational costs of the method.

4.1. Description of the algorithm

The overall structure of hMM-EDA can be decom-
posed in three different interacting levels, see Fig. 2.

Individuals The lowest level corresponds to indi-
viduals. An individual i at generation t contains
a heterogeneous probabilistic model Hi(t) and two
compound solutions Si(t) and Ai(t). More precisely,
Hi corresponds to a string of N pairs of models
(Q(j)

i , P
(j)
i ):

Hi = H∞
i . . . HN

i =


Q

(1)
i . . . Q

(N)
i

P
(1)
i . . . P

(N)
i


 (1)

where Pi denotes the continuous representation of
the search space in the form of a string of Gaussian
distributions:

Pi = P 1
i . . . PN

i =


µ

(1)
i . . . µ

(N)
i

σ
(1)
i . . . σ

(N)
i


 (2)

Fig. 2. Three interacting levels can be distinguished
in hMM-EDA: The individual, group and population
level.

and Qi the binary representation in form of a con-
catenation of Qbits:

Qi = Q1
i . . . QN

i =

[
α1

i . . . αN
i

β1
i . . . βN

i

]
(3)

The pair (µ(j)
i , σ

(j)
i ) corresponds to the param-

eters of the distribution of the jth variable of the
ith probabilistic model, and (α(j)

i , β
(j)
i ) correspond

to the probability amplitudes of the jth Qbit of the
ith probabilistic model. We refer to Refs. 37 and 39
for a comprehensive discussion on the probabilistic
model represented by a Qbit.

Each variable in Qi and Pi is sampled according
to (α(j)

i , β
(j)
i ) and (µ(j)

i , σ
(j)
i ) respectively, forming
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a compound solution Si = (Ci, Ri), where Ci is a
bit vector and Ri a real-valued vector of size N .
Hence, Si(t) represents a configuration in the search
space whose quality can be determined using a fit-
ness function f .

Without loss of generality, we assume each
r
(j)
i ∈ Ri to be defined in the range [−1, 1]. As

a consequence, each r
(j)
i ∈ Ri follows a truncated

normal distribution in the range [−1, 1]. Truncated
normals can be sampled using a simple numerical
procedure and the technique is widely adopted in
pseudo-random number generation, see e.g., Ref. 45
for an efficient implementation.

To each individual i, a solution Ai consisting of a
binary and a continuous sub-component is attached
acting as an attractor for Hi. Every generation Si(t)
and Ai are compared in terms of their fitness. If Ai

is better than Si(t), an update operation is applied
on the corresponding model Hi. Each representation
uses its corresponding update operator to drive the
probabilistic model. The binary probabilistic model
Qi is updated using the rotation gate as employed in
vQEA. The jth Qbit at generation t of Qi is updated
as follows:[

αj
i (t + 1)

βj
i (t + 1)

]
=

[
cos(∆θ) − sin(∆θ)

sin(∆θ) cos(∆θ)

] [
αj

i (t)

βj
i (t)

]

(4)

where the constant ∆θ is a rotation angle designed in
compliance with the application problem.46 We note
that the sign of ∆θ determines the direction of rota-
tion (clockwise for negative values). In this study the
application of the rotation gate operator is limited in
order to keep θ in the range [0, π/2].

The continuous model Pi is modified by a mean
and standard deviation shift. The mean µ(j) is
shifted towards the value of the current attractor a(j)

at location j. Depending on the distance d(j)(t) =
a(j)(t) − µ(j)(t), a shift ∆µ(j)(t) at generation t is
defined as a sigmoid function:

∆µ(j)(t) =
2

1 + e−5d(j)(t)
− 1 (5)

which is then used to perform the update:

µ(j)(t + 1) = µ(j)(t) + θµ∆µ(j)(t) (6)

In Eq. (6) a parameter θµ is introduced which we will
refer to as the learning rate of the mean. We note that

θµ corresponds to the maximum mean shift in a sin-
gle generation. The standard deviation at generation
t is updated using

σ(j)(t + 1)

=

{
σ(j)(t) × (1 − θσ) if |d(j)(t)| < σ(j)(t)

σ(j)(t) × (1 − θσ)−1 otherwise

(7)

In Eq. (7) a parameter θσ is introduced which we will
refer to as the learning rate of the standard devia-
tion. In order to avoid divergent behavior of the algo-
rithm, i.e., σ(j)(t) increases indefinitely, the domain
of σ(j)(t) is restricted by defining upper and lower
bounds, such that σmin ≤ σ(j)(t) ≤ σmax.

Consequently, hMM-EDA requires the setting of
three learning rates for the model update: the learn-
ing rate ∆θ used in the rotation gate to update a
Qbit, and the two learning rates θµ and θσ to update
the Gaussian mean and standard deviation respec-
tively.

Groups The second level corresponds to groups.
The population is divided into g groups each contain-
ing k individuals having the ability of synchronizing
their attractors. For that purpose, the best attrac-
tor (in terms of fitness) of a group, denoted Bgroup,
is stored at every generation and is periodically dis-
tributed to the group attractors. This phase of local
synchronization is controlled by the parameter Slocal.

Population The set of all p = g × k individuals
forms the population and defines the topmost level
of the multi-model approach. As for the groups, the
individuals of the population can synchronize their
attractors, too. For that purpose, the best attrac-
tor (in terms of fitness) among all groups, denoted
Bglobal, is stored every generation and is periodically
distributed to the group attractors. This phase of
global synchronization is controlled by the parame-
ter Sglobal.

4.2. Benchmark problem

In order to analyze hMM-EDA, a simple benchmark
is proposed here. We consider a minimization prob-
lem containing two equally sized search landscapes,
i.e., a binary and a continuous one. The dimensional-
ity (number of variables) of each landscape is denoted
by N . Target vectors representing the global opti-
mum of the problem are specified for each landscape:
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a binary vector B∗ = (b∗1, . . . , b
∗
N ) and a continuous

vector R∗ = (r∗1 , . . . , r∗N ). A solution for this problem
is denoted as S = (B, R), where B = (b1, . . . , bN )
and R = (r1, . . . , rN ) represent the binary and the
real part of the problem respectively. The goal is to
evolve a solution S, such that it becomes equivalent
to the target solution S∗ = (B∗, R∗). More specifi-
cally, the fitness function in this problem is defined
as the Euclidean distance between the real part R

of a solution S to the real part R∗ of the target
solution S∗. The binary part B of the solution acts
as a mask in the computation of the distance: only
if bit bi = 1, does the corresponding real value ri

contribute to the computation of the difference. Fur-
thermore, if bi �= b∗i a penalty is added to the overall
fitness of the solution. The complete fitness function
is described in detail in Fig. 3. The global optimum
is reached if the fitness becomes f = 0.

The problem is designed to resemble a typi-
cal wrapper-based feature selection scenario. The
feature space is represented by the binary solu-
tion sub-component while the parameter space of
the classification method is reflected by the real-
valued sub-component. If a certain bit (feature)
bi ∈ B is wrongly selected, i.e., bi �= b∗i , the
solution S = (B, R) receives a penalty (r∗i )2.
Thus, different bits (features) may have a differ-
ent significance, since different fitness penalties are
associated with them. On the other hand, if the
bit (feature) is correctly selected, i.e., bi = b∗i =
1, the size of the fitness penalty depends on the
quality of the variable (parameter of the classi-
fier) ri of the real solution part R. Thus, even
if the optimization method correctly selects a cer-
tain feature, the fitness penalty may be large if the

Fig. 3. Algorithm to evaluate the fitness f of a hetero-
geneous solution S = (B, R).

classification method is poorly parametrized. Both
solution sub-components need to co-operate in order
to minimize the fitness penalties.

In the following experiment, the target solution
S∗ = (B∗, R∗) was chosen in dependence of the prob-
lem size N :

B∗ = (

×N
2︷ ︸︸ ︷

1, . . . , 1,

×N
2︷ ︸︸ ︷

0, . . . , 0)

R∗ = (
×N

2 , equi−distant︷ ︸︸ ︷
pmax, . . . , pmin , pmax, . . . , pmin︸ ︷︷ ︸

×N
2 , equi−distant

)

(8)

The parameters pmin and pmax denote the minimum
and maximum fitness penalty assigned to a certain
bit. Penalties are equi-distantly distributed over the
first N

2 and last N
2 elements of the real-valued solu-

tion sub-component. In the experiments discussed
later in this paper, pmin = 0.5 and pmax = 1 are
chosen.

It is noteworthy that, using this configuration,
only the first N

2 real-valued elements ri ∈ R have to
be optimized by the algorithm. The other N

2 elements
become irrelevant in the fitness computation, if the
algorithm has evolved zeroes at the last N

2 positions
of the binary vector.

Since different fitness penalties are assigned to
each binary element, all bits correspond to a differ-
ent marginal fitness contribution. In the GA domain,
such a situation is also referred to as salient build-
ing blocks.47 Due to the difference of significance,
the convergence behavior of the binary probabilis-
tic model is directly affected. More specifically, a
sequential convergence of variables is expected, start-
ing with the ones with the highest salience and fin-
ishing with the ones with the lowest salience. This
sequential convergence phenomenon is called domino
convergence and was first mentioned in Ref. 48.

4.3. Configuring hMM-EDA

The population structure consisting of ten individu-
als that are fully synchronized in every generation,
i.e., Sglobal = Slocal = 1, is directly adopted from
previous experiments on vQEA. Although this set-
ting has generally reported good optimization per-
formance, it is noted that this structure might not
be necessarily optimal for hMM-EDA. Nevertheless,
we restrict the analysis here to this simple configura-
tion only and leave the exploration of more complex
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population hierarchies for future research. We derive
practical guidelines on the setting of the three learn-
ing rates θµ, θσ and ∆θ in the next paragraphs.

Learning rates θµ and θσ The first series of exper-
iments investigates the impact of the learning rates
θµ and θσ on the performance of hMM-EDA. For this
analysis, the learning rate of the rotation gate is fixed
to specific values ∆θ ∈ {0.0005π, 0.001π, 0.005π}.
For each ∆θ, the parameters θµ and θσ are varied and
the success rate of hMM-EDA is computed based on
25 independent runs on the proposed heterogeneous
benchmark problem. A run is considered successful
if the final achieved fitness value is lower than 10−5.
The success rate is defined as the ratio between the
successful and total number of runs. Different prob-
lem sizes N are investigated and a maximum number
of N × 4 × 103 fitness evaluations (FES) is allowed
for the optimizer.

Figure 4 presents the success rate of hMM-EDA
in dependence of the two learning rates θµ and θσ

for the problem sizes N = 25, N = 50, N = 100
and ∆θ = 0.001π. The darker the color in these dia-
grams, the higher the success rate of the particular
parameter setting. It is clearly demonstrated that a
variety of settings are suitable for solving the prob-
lem. We also note that the setting of the mean shift
θµ has only a low impact on the performance of the
algorithm. Additionally, it is only slightly affected
by the increase of the problem size N . The learning
rate θσ, on the other hand, is a critical parameter
that strongly depends on the problem size. The larger
the size N , the smaller θσ has to be set in order to
achieve optimal performance. Very similar results are
reported for ∆θ = 0.0005π and ∆θ = 0.005π. Due
to the similarities of the figures, the results for ∆θ =
0.0005π and ∆θ = 0.005π are not presented here.

A general observation of the presented results
above is the comparably low importance of the mean
shift rate θµ. An appropriate default value seems to
be θ̂µ = 0.05. The standard deviation rate θσ is a
critical parameter in hMM-EDA. It should always
be adjusted according to the dimensionality N of
the problem. A reasonable choice for a default value
seems θ̂σ = 1

10×N .

Learning rate ∆θ Since the mean shift rate θµ

has only a low impact on the performance of hMM-
EDA, we now focus on the relationship between
the learning rate ∆θ of the binary model and the

standard deviation shift θσ. For this analysis θµ is
fixed to θ̂µ = 0.05, which was earlier introduced
as the default value for this parameter. Due to the
explicit linkage between the binary and continuous
search variables, several local optima exist in the
fitness landscape of the heterogeneous benchmark
problem. A known remedy against premature con-
vergence of QEA and vQEA towards local optima
in multi-modal landscapes is the use of a modi-
fied rotation gate operator, which was introduced
as the Hε gate in Ref. 49. For vQEA the Hε gate
was already utilized in the performance and noise
analysis presented in Refs. 37 and 39. In the follow-
ing experiments, the two configurations ε = 0 and
ε = sin2(0.02π) are investigated, where for ε = 0 the
Hε gate equals to the standard rotation gate, while
ε = sin2(0.02π) was introduced as an appropriate
default configuration for Hε in Ref. 39.

Figure 5 presents the average success rate show-
ing the interdependence of ∆θ and θσ obtained from
25 independent runs of hMM-EDA on the benchmark
problem for a problem size N = 100. The darker the
color in these diagrams, the higher the success rate
of the particular parameter setting.

In the case of the standard rotation gate, cf. Fig. 5
(top), a certain correlation between ∆θ and θσ is
observed. Clearly the best performance is reported
when small values for both learning rates are used.
If ∆θ is increased, θσ also needs to increase (and vice
versa) in order to maintain a non-zero success rate.
Particularly a combination of a small (large) ∆θ and
a large (small) θσ is not suitable for the algorithm.

In the case of the Hε gate, a similar correlation
is noted, but additionally another effect impacts the
performance of the method, cf. Fig. 5 (bottom). Very
surprising is the low sensitivity of the algorithm to
the learning rate of the binary model. Almost any ∆θ

is suitable, as long as the standard deviation shift θσ

is small enough. The Hε operator prevents the con-
vergence of the binary probabilistic model towards 1
or 0, and instead defines for the two values |α|2 and
|β|2 of a Qbit a minimal and a maximal probabil-
ity, i.e., ε and 1 − ε respectively. Due to the resid-
ual probabilities ε and 1 − ε a certain mechanism
is employed by the algorithm that is similar to the
bit-flip mutations used in a GA. With low probabil-
ities, a certain Qbit may collapse towards 1 (or 0),
although its amplitudes have evolved close towards 0
(or 1). Thus, at least for some problems, premature
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Fig. 4. The success rate of hMM-EDA in dependence of the two learning rates θµ and θσ . The parameter ∆θ of the
rotation gate was fixed to 0.001π. Different problem sizes of the benchmark are presented. The diagrams show the average
of 25 independent runs. The low impact of the learning rate θµ of the mean shift is clearly demonstrated. The learning
rate θµ is dependent on the problem size N .

convergence of a specific bit due to hitch-hiking phe-
nomena may be compensated through the use of the
Hε gate.

In the context of the heterogeneous bench-
mark problem, the Hε gate is highly advantageous
and counteracts hitch-hiking efficiently, since larger
learning rates ∆θ not only increase the risk of hitch-
hiking effects, but at the same time also increase
the impact of the mutations on the probabilistic

model. If a certain bit-flip mutation is evaluated to
be positive, i.e., the fitness of the mutated solution
improves, the corresponding Qbit is updated towards
the mutated bit value. Larger learning rates result in
larger model shifts, which in turn increase the prob-
ability of mutations for the Qbit in the next gener-
ation. Thus, in succeeding generations the state of
a Qbit may completely invert due to the impact of
earlier mutations.
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Fig. 5. The success rate of hMM-EDA in dependence of the two learning rates ∆θ and θσ. The learning rate θµ was
fixed to the default value θ̂µ = 0.05. In the top figure the standard rotation gate was used, which allows the convergence
of the probability amplitudes α and β to 0 or 1. Using the Hε gate (bottom figure) prevents the complete convergence
of the amplitudes, which decreases the sensitivity of hMM-EDA to the parameter ∆θ. Almost any ∆θ is suitable, as long
as the standard deviation shift θσ is small enough.

Since the mutations occur with low probabili-
ties only and are entirely random for each bit, many
generations are required to mutate the non-optimal
bits in the binary sub-component of a solution. If
a certain Qbit Q

(j)
i is non-optimally converged, the

corresponding continuous model P
(j)
i has to main-

tain enough diversity, i.e., the standard deviations
σ

(j)
i need to stay reasonably large, until the desired

mutation occurs, in order to be able to optimize
the continuous search variable rj after the bit bj

is mutated. This is due to the fact that the con-
tinuous variable rj only contributes to the fitness
computation if the corresponding bit bj = b∗j = 1.
In any other case rj is irrelevant in the fitness
evaluation and its value is subject to genetic drift,

since no selective pressure is provided by the fit-
ness function. Thus, the described mutation mech-
anism works well only for small learning rates θσ,
which prevents the premature convergence of σ

(j)
i

due to drift before a positive mutation at bit bj

occurs.
From the presented experimental analysis we con-

clude that the most critical parameter in hMM-EDA
is the learning rate θσ of the standard deviation
shift. It should be adjusted according to the num-
ber of variables in the problem to solve. The mean
shift θµ is of low importance and can be fixed to
standard values for most problems. Configuring the
learning rate ∆θ for updating the binary probabilis-
tic model is straightforward if the Hε gate is used.
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An appropriate value for the parameter ε was pre-
sented in the experiments.

4.4. Performance analysis

In this section, the performance of hMM-EDA is
evaluated. Results are compared to a selection of
contemporary continuous-only and binary-only opti-
mization methods, along with the already mentioned
MBOA. For the binary-only optimizers three first-
level binary EDA are considered, namely UMDA,50

PBIL51 and cGA.52 Using binary representations to
explore continuous search spaces is a typical scenario
in the context of traditional genetic algorithms, cf.
e.g., the early work in Ref. 53 and also Ref. 18,
in which a binary GA was applied on a hetero-
geneous optimization problem. Bit strings of pre-
defined length are mapped into real values by a Gray
encoding.

Using a continuous representation to explore a
binary landscape, on the other hand, is less com-
mon. An example can be found in Ref. 19 where a
real-coded GA evolves the topology and the weight
matrix of a neural network. Since a continuous
representation is used, real values x ∈ R of the
chromosome are converted into bits using a simple
mapping:

δ(x) =

{
0 if x < 0

1 else
(9)

This mapping enables a numerical optimizer to
explore a binary search space. Due to the excel-
lent performance reported in Ref. 54, the Covariance
Matrix Adaptation Evolutionary Strategy (CMA-
ES) is used for the performance analysis presented
here.

Furthermore, we investigate the performance of
the continuous-only version of hMM-EDA. In this
version, hMM-EDA utilizes the continuous proba-
bilistic model exclusively, i.e., the binary model is
removed. Similar to CMA-ES, Eq. (9) is used to
explore the binary part of the search space. We refer
to the continuous version of hMM-EDA as the con-
tinuous Multi-Model EDA (cMM-EDA). This sce-
nario allows us to directly compare the benefits of
the heterogeneous optimization of hMM-EDA over
the continuous-only optimization of cMM-EDA and
the binary-only optimization of vQEA.

4.4.1. Benchmark analysis

We apply hMM-EDA to the proposed heterogeneous
benchmark problem. In all experiments a problem
size N = 100 is used which should present a certain
challenge for the tested algorithms. Each method is
allowed to perform a maximum number of N × 4 ×
103 = 4 × 105 FES. The search space was limited to
the range [−1, 1] for each search variable.

Two configurations of hMM-EDA are consid-
ered that are directly adopted from the configura-
tion analysis discussed above. The first setting is
θµ = θ̂µ = 0.05 and θσ = θ̂σ = 1

10×N = 0.001.
The only difference of the second setting is a slightly
faster rate θσ = 0.0015. Both configurations use a
small value, ∆θ = 0.001π, for the Hε gate to update
the binary probabilistic model, that was shown to be
efficient in the previous analysis.

Optimal configurations for all tested methods
were obtained through a comprehensive parameter
analysis. In the case of UMDA, the choice of an
appropriate population size n is critical. Different
sizes in the range [200, 2500] were investigated. The
default ratio of 50% for the truncation selection is
used. PBIL also requires the setting of a popula-
tion size which was varied n ∈ [50, 300]. Additional
parameters are the learning rate Rl and the muta-
tion shift Rs. We assume Rl = Rs; values were varied
Rl, Rs ∈ {0.001, 0.005, 0.01, 0.05, 0.1, 0.2}. In total,
36 different parameter configurations were investi-
gated for PBIL.

The only parameter of cGA is the virtual
population size n that was optimized in the
range [150, 1250]. For vQEA, a single group
of ten fully synchronized individuals is tested
while the learning rate of a Hε gate is varied
∆θ ∈ {0.001, 0.0025, 0.005, 0.0075, 0.01}. Default ε =
sin2(0.02π) was used. All binary methods use 12 bits
to encode a single real value. A Gray encoding was
used for the conversion of bit strings into a continu-
ous value.

The CMA-ES employs special mechanisms that
adapt most of its parameters automatically. Accord-
ing to Ref. 54, only the initial starting points and
the initial standard deviation of the method needs
to be specified for a given problem. We adopt the
strategy given in54 and set the initial standard devi-
ation to 10−2(B − A)/2, with [A, B]N = [−1, 1]N

being the search interval of the benchmark. The
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initial starting points were uniformly sampled in the
range [−0.1, 0.1]N , which is slightly different from
Ref. 54, but in favor for the method. In Ref. 54
the initial starting points were uniformly drawn
from [A, B]N . No further parameter fine-tuning was
attempted for this method. The Java implementa-
tion provided by Nikolaus Hansenb was used in the
experiments.

For cMM-EDA, the default value for θµ = θ̂µ

is used and only θσ ∈ {0.00025, . . . , 0.0015} is varied
which allows a direct comparison to hMM-EDA. The
only difference between cMM-EDA and hMM-EDA
is the different probabilistic model for the binary
solution sub-component of the latter one. All con-
tinuous methods use Eq. (9) to explore the binary
solution sub-component.

MBOA only requires the proper setting of its
population size n. Sizes are varied n ∈ {50, 100,

125, 150, 200, 250, 300}. These values correspond to
the size of the base population in MBOA. Every gen-
eration, τ×N new offspring are generated and evalu-
ated, thus each generation requires the computation
of τ ×N FES instead of N . Parameter τ ∈ R was set
to 0.5 as recommended as the default in.31 An official
implementation of the method in the programming
language C++ is provided by Jiri Ocenasek.c

4.4.2. Results

The results of the parameter analysis can be found
in Tables 1 and 2. For each setting of a method,
the best, median, worst and mean performance along
with the standard deviation obtained from 25 inde-
pendent runs is presented in the columns. Addi-
tionally, the success rate as defined in the previ-
ous section is given. The most suitable configuration
in terms of success rate is highlighted. In the cases
where the success rate is not discriminative enough,
the mean fitness and number of required FES are
considered, in order to determine the most suitable
setting.

hMM-EDA, vQEA, UMDA, cMM-EDA and
MBOA all report a success rate of 100%. With cGA,
76% of the runs were successful, while not a sin-
gle run reached the required fitness threshold using
PBIL. It is also noted that the binary methods

require a rather large population size due to the map-
ping of 100 × 12 bits into 100 real values. Because
of this mapping, the overall precision of the opti-
mization is also affected. In the case of cMM-EDA,
hMM-EDA, CMA-ES and MBOA, the optimization
was stopped when the fitness value dropped below
10−10. In the tables, this situation is indicated by
the value 0.00e + 00.

In Fig. 6, the fitness evolution of the median run
is presented. We note the logarithmic scale of the fit-
ness axis. hMM-EDA is clearly the fastest optimizer
among the tested algorithms on this benchmark,
requiring only 12300 FES to achieve the desired solu-
tion accuracy of ε = 10−5 and 21700 FES to drop
below a precision of 10−10. The fitness is exponen-
tially minimized resulting in a linear curve on the
logarithmic scale of the ordinate.

Particularly interesting is the fitness evolu-
tion of PBIL, since a number of stepwise fitness
improvements are observed. This behavior is caused
by mutations having a positive impact on the fitness
of a solution. Mutations become very important in
the later stages of the optimization process when the
probabilistic model has almost converged towards
a specific solution candidate in the search space.
Mutating a wrongly evolved bit in the binary solu-
tion sub-component can result in an especially sig-
nificant fitness improvement of the overall solution.
Since a comparably large mutation shift Rs = 0.1 is
used, an improvement due to mutation can be effi-
ciently exploited by PBIL.

The step-wise fitness evolution of CMA-ES, on
the other hand, has an entirely different reason. It
reflects the local restarts of the method after get-
ting stuck on some non-optimal solution during the
evolutionary process. In the presented median run,
CMA-ES performed four independent restarts, the
first finishing after 88, 483 FES, the second after
190, 799 FES, the third after 327, 562 FES, while the
fourth restart exhausted the maximum number of
FES and achieved the best results. That means, if
the initial population of CMA-ES represents a solu-
tion close to the optimum, the method can converge
towards it very quickly. Indeed, the fastest run of
CMA-ES required only three restarts and a total of
294, 065 FES to achieve the precision of 10−10.

bAvailable at http://www.lri.fr/˜hansen
cAvailable at http://jiri.ocenasek.com
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Table 1. Results of the parameter analysis for hMM-EDA, vQEA, UMDA, cGA, cMM-EDA, CMA-ES and MBOA.
Shown is the best, median and worst run obtained from 25 independent runs. Additionally the mean and standard
deviation of the runs, along with the success rate is presented (see text for a definition of the success rate). The
most suitable setting in terms of success rate for each method is highlighted.

Method Setting Best Med Worst Mean Stdev Success
rate (%)

hMM-EDA ∆θ = 0.001π, θσ = 0.001 0.00e + 00 0.00e + 00 0.00e + 00 0.00e + 00 0.00e + 00 100
∆θ = 0.001π, θσ = 0.0015 0.00e + 00 0.00e + 00 0.00e + 00 0.00e + 00 0.00e + 00 100

vQEA ∆θ = 0.001π 1.41e − 04 2.38e − 04 2.82e − 04 2.30e − 04 3.42e − 05 0
∆θ = 0.0025π 9.84e − 06 1.72e − 05 2.91e − 05 1.73e − 05 5.49e − 06 8
∆θ = 0.005π 2.89e − 06 5.41e − 06 9.08e − 06 5.52e − 06 1.50e − 06 100
∆θ = 0.0075π 2.41e − 06 3.40e − 06 5.30e − 06 3.71e − 06 9.42e − 07 100
∆θ = 0.01π 2.07e − 06 3.83e − 06 5.15e − 06 3.67e − 06 7.78e − 07 100

UMDA n = 200 1.17e + 00 1.55e + 00 3.85e + 00 1.84e + 00 6.82e − 01 0
n = 300 5.84e − 02 6.98e − 01 2.02e + 00 7.93e − 01 5.23e − 01 0
n = 400 1.84e − 02 8.69e − 02 1.06e + 00 2.66e − 01 3.05e − 01 0
n = 500 7.66e − 04 1.64e − 02 7.59e − 01 1.46e − 01 2.30e − 01 0
n = 600 9.22e − 05 5.72e − 03 7.81e − 01 4.37e − 02 1.51e − 01 0
n = 700 6.04e − 04 5.08e − 03 4.28e − 01 3.89e − 02 1.03e − 01 0
n = 800 3.28e − 05 1.14e − 03 2.50e − 01 1.32e − 02 4.87e − 02 0
n = 900 1.15e − 05 1.79e − 04 5.64e − 03 8.31e − 04 1.28e − 03 0
n = 1500 1.21e − 06 2.76e − 06 2.54e − 04 2.50e − 05 5.46e − 05 72
n = 2000 1.21e − 06 1.30e − 06 3.33e − 05 3.72e − 06 6.84e − 06 92
n = 2500 1.21e − 06 1.21e − 06 4.68e − 06 1.50e − 06 7.49e − 07 100

cGA n = 150 3.72e − 01 1.30e + 00 3.12e + 00 1.41e + 00 6.70e − 01 0
n = 250 1.79e − 02 3.33e − 01 1.43e + 00 4.27e − 01 4.22e − 01 0
n = 350 2.82e − 04 1.33e − 02 5.32e − 01 1.13e − 01 1.56e − 01 0
n = 450 2.06e − 04 3.83e − 03 3.82e − 01 4.12e − 02 1.02e − 01 0
n = 550 1.94e − 05 4.62e − 04 5.74e − 01 3.46e − 02 1.20e − 01 0
n = 750 1.91e − 06 5.94e − 05 1.01e − 03 2.09e − 04 2.92e − 04 20
n = 850 1.42e − 06 5.53e − 06 2.92e − 01 1.17e − 02 5.73e − 02 72
n = 900 1.21e − 06 4.15e − 06 3.09e − 05 7.26e − 06 7.79e − 06 76
n = 950 1.64e − 06 6.63e − 06 4.11e − 05 1.02e − 05 9.14e − 06 60
n = 1000 5.70e − 06 1.10e − 05 5.56e − 05 1.43e − 05 1.03e − 05 36
n = 1250 1.33e − 04 1.81e − 04 3.34e − 04 1.88e − 04 4.27e − 05 0

cMM-EDA θσ = 0.00025, θµ = θ̂ 2.02e − 03 2.37e − 03 2.72e − 03 2.35e − 03 1.79e − 04 0

θσ = 0.0005, θµ = θ̂ 2.44e − 07 3.13e − 07 3.45e − 07 3.07e − 07 2.61e − 08 100

θσ = 0.00075, θµ = θ̂ 0.00e + 00 0.00e + 00 0.00e + 00 0.00e + 00 0.00e + 00 100

θσ = 0.001, θµ = θ̂ 0.00e + 00 0.00e + 00 6.83e − 01 2.73e − 02 1.34e − 01 96

θσ = 0.0015, θµ = θ̂ 0.00e + 00 0.00e + 00 5.55e − 01 4.56e − 02 1.31e − 01 88

CMA-ES 0.00e + 00 7.34e − 06 4.40e − 01 2.89e − 02 1.00e − 01 52

MBOA N = 50 4.66e + 00 8.11e + 00 1.32e + 01 8.20e + 00 1.83e + 00 0
N = 100 0.00e + 00 0.00e + 00 1.38e + 00 2.61e − 01 3.59e − 01 56
N = 125 0.00e + 00 0.00e + 00 5.70e − 01 6.22e − 02 1.50e − 01 84
N = 150 0.00e + 00 0.00e + 00 0.00e + 00 0.00e + 00 0.00e + 00 100
N = 200 3.93e − 07 9.61e − 06 2.24e − 04 2.80e − 05 4.91e − 05 52
N = 250 3.56e − 04 1.37e − 03 4.47e − 03 1.43e − 03 9.20e − 04 0
N = 300 2.74e − 03 1.08e − 02 1.64e − 02 1.05e − 02 3.71e − 03 0
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Table 2. Results of the parameter analysis for PBIL. Shown is the best, median and worst run obtained from 25
independent runs. Additionally the mean and standard deviation of the runs, along with the success rate is presented
(see text for a definition of the success rate). The most suitable setting in terms of success rate for PBIL is highlighted.

Method Setting Best Med Worst Mean Stdev Success
rate (%)

PBIL n = 50, Rl = Rs = 0.001 6.46e + 00 7.53e + 00 8.58e + 00 7.52e + 00 5.29e − 01 0
n = 50, Rl = Rs = 0.005 1.17e − 02 1.81e − 02 2.56e − 02 1.81e − 02 3.17e − 03 0
n = 50, Rl = Rs = 0.01 2.64e − 03 3.45e − 03 5.62e − 03 3.61e − 03 7.13e − 04 0
n = 50, Rl = Rs = 0.05 1.80e − 03 2.45e − 03 3.29e − 03 2.50e − 03 4.21e − 04 0
n = 50, Rl = Rs = 0.1 2.37e − 03 3.93e − 03 5.09e − 03 3.89e − 03 6.35e − 04 0
n = 50, Rl = Rs = 0.2 5.06e − 03 9.15e − 03 1.33e − 02 9.07e − 03 1.64e − 03 0

n = 100, Rl = Rs = 0.001 1.43e + 01 1.63e + 01 1.74e + 01 1.62e + 01 8.38e − 01 0
n = 100, Rl = Rs = 0.005 1.14e − 01 1.49e − 01 1.66e − 01 1.46e − 01 1.25e − 02 0
n = 100, Rl = Rs = 0.01 3.90e − 03 5.84e − 03 7.59e − 03 5.87e − 03 9.03e − 04 0
n = 100, Rl = Rs = 0.05 3.57e − 04 5.30e − 04 7.53e − 04 5.28e − 04 9.72e − 05 0
n = 100, Rl = Rs = 0.1 5.43e − 04 7.14e − 04 1.06e − 03 7.44e − 04 1.50e − 04 0
n = 100, Rl = Rs = 0.2 8.41e − 04 1.46e − 03 2.30e − 03 1.54e − 03 3.36e − 04 0

n = 150, Rl = Rs = 0.001 1.90e + 01 2.06e + 01 2.23e + 01 2.07e + 01 7.96e − 01 0
n = 150, Rl = Rs = 0.005 4.76e − 01 6.14e − 01 7.37e − 01 6.09e − 01 6.72e − 02 0
n = 150, Rl = Rs = 0.01 1.75e − 02 2.52e − 02 2.94e − 02 2.39e − 02 3.64e − 03 0
n = 150, Rl = Rs = 0.05 2.06e − 04 2.99e − 04 4.70e − 04 3.19e − 04 6.61e − 05 0
n = 150, Rl = Rs = 0.1 2.26e − 04 3.47e − 04 4.52e − 04 3.42e − 04 5.27e − 05 0
n = 150, Rl = Rs = 0.2 3.96e − 04 7.32e − 04 1.07e − 03 7.29e − 04 1.72e − 04 0

n = 200, Rl = Rs = 0.001 1.86e + 01 2.30e + 01 2.40e + 01 2.25e + 01 1.23e + 00 0
n = 200, Rl = Rs = 0.005 1.50e + 00 1.80e + 00 2.08e + 00 1.80e + 00 1.64e − 01 0
n = 200, Rl = Rs = 0.01 5.61e − 02 7.43e − 02 9.62e − 02 7.51e − 02 1.12e − 02 0
n = 200, Rl = Rs = 0.05 2.07e − 04 3.02e − 04 6.24e − 04 3.23e − 04 1.08e − 04 0
n = 200, Rl = Rs = 0.1 1.44e − 04 2.60e − 04 1.11e − 02 6.80e − 04 2.13e − 03 0
n = 200, Rl = Rs = 0.2 1.81e − 04 4.16e − 04 4.14e − 01 1.70e − 02 8.09e − 02 0

n = 250, Rl = Rs = 0.001 2.06e + 01 2.41e + 01 2.57e + 01 2.41e + 01 1.11e + 00 0
n = 250, Rl = Rs = 0.005 3.01e + 00 3.51e + 00 4.37e + 00 3.56e + 00 3.08e − 01 0
n = 250, Rl = Rs = 0.01 1.61e − 01 1.90e − 01 2.39e − 01 1.90e − 01 1.97e − 02 0
n = 250, Rl = Rs = 0.05 1.74e − 04 3.82e − 04 1.16e − 03 4.22e − 04 1.82e − 04 0
n = 250, Rl = Rs = 0.1 9.19e − 05 2.52e − 04 6.13e − 04 2.68e − 04 1.19e − 04 0
n = 250, Rl = Rs = 0.2 1.24e − 04 3.23e − 04 3.75e − 01 1.55e − 02 7.34e − 02 0

n = 300, Rl = Rs = 0.001 2.39e + 01 2.54e + 01 2.67e + 01 2.54e + 01 6.77e − 01 0
n = 300, Rl = Rs = 0.005 5.10e + 00 5.61e + 00 6.77e + 00 5.72e + 00 3.98e − 01 0
n = 300, Rl = Rs = 0.01 3.19e − 01 4.16e − 01 5.03e − 01 4.13e − 01 4.53e − 02 0
n = 300, Rl = Rs = 0.05 2.73e − 04 8.23e − 04 2.46e − 02 1.79e − 03 4.67e − 03 0
n = 300, Rl = Rs = 0.1 1.17e − 04 3.25e − 04 2.56e − 02 1.73e − 03 5.19e − 03 0
n = 300, Rl = Rs = 0.2 9.08e − 05 3.68e − 04 9.24e − 01 3.75e − 02 1.81e − 01 0

All 25 runs of cMM-EDA solved the problem reli-
ably in the given maximum number of FES. Since
the learning rate θσ = 0.00075 for cMM-EDA is two
times smaller than in hMM-EDA, the latter is also
significantly faster. The overall fitness evolution of
the method is very similar to hMM-EDA.

MBOA, on the other hand, reports a very dif-
ferent convergence behavior. The optimization per-
formance is comparatively fast in early stages of the

run, but slows down significantly after ≈0.5 × 105

FES, increases again after ≈1.5×105 FES and finally
converges towards the optimum at an exponential
rate. It was also noted that MBOA is able to explore
the binary search space very efficiently. The binary
model of the presented median run, for example, con-
verged after only 17, 100 FES, while the remaining
232, 800 FES were used to optimize the continuous
model.
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Fig. 6. Evolution of the median fitness for all tested algorithms on the heterogeneous benchmark problem. Results are
obtained from 25 independent runs. Due to the mapping from bit values to the continuous domain, the binary methods
allow a minimal solution quality of ≈10−6 only. As the continuous optimizers are more precise, the evolution was stopped
when the fitness value dropped below 10−10.

This observation suggests a very competitive per-
formance of MBOA on binary optimization prob-
lems, but a comparably slow convergence rate on
numerical problems. In Ref. 31, very similar results
are reported. Here, several continuous EA, i.e.,
the Cumulative Step Size Adaptation Evolution-
ary Strategy (CSA-ES), CMA-ES, the Iterated Den-
sity Estimation Evolutionary Algorithm (IDEA) and
MBOA were experimentally compared to each other
using well-known numerical benchmark problems.
Especially on simple uni-modal, separable problems,
MBOA was shown to be less competitive than the
considered ES. Furthermore, it has been demon-
strated in Ref. 31, that although good results could
be obtained on separable multi-modal functions,
MBOA was not able to optimize any of the tested
non-separable functions at all.

Similar to MBOA, also hMM-EDA follows a step-
wise optimization strategy of its two models. The
optimal binary solution sub-component is discovered
after 47,000 FES and the optimization of the con-
tinuous component was finished after 170,000 addi-
tional FES. The evolution of the mean generational

best solutions of the binary and the real solution
sub-components are presented in Fig. 7. Results are
averaged from the 25 runs of hMM-EDA. The color
in Fig. 7a reflects the average bit status of each of the
100 bits at a specific generation, where dark colors
denote a status of 0, and white colors a status of 1.
The domino convergence due to the different salience
of the bits is clearly visible in the figure. Bits corre-
sponding to larger fitness penalties converge earlier
during the evolutionary process.

Simultaneously the continuous search space is
explored, cf. Fig. 7b. If the binary sub-component
was successfully optimized, only the first N

2 = 50
real-valued elements ri ∈ R are considered for fur-
ther optimization. The last 50 variables are subject
to genetic drift and converge randomly.

4.4.3. Computational cost

The tested methods are also compared accord-
ing to their computational cost. The binary-only
algorithms are generally fast, since the computa-
tional overhead for managing the simple probabilistic
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(a) Evolution of binary solution sub-component (b) Evolution of continuous solution sub-component

Fig. 7. Evolution of binary and continuous solution sub-component using hMM-EDA. Results are averaged from 25
independent runs. Dark colors in (a) correspond to an average bit status of 0, white colors a status of 1. The domino
convergence effect due to different salience of the bits is clearly visible in the figure. Simultaneously the continuous search
space is optimized, cf. (b). Only the first 50 variables are subject to optimization, if the binary solution was identified
correctly. The irrelevant variables are subject to genetic drift and converge randomly.

model is low. For vQEA, a multi-model has to be
maintained and updated which slightly increases
the computational requirements compared to PBIL,
UMDA and cGA. Also, cMM-EDA and hMM-EDA
are fast, since their algorithmic structure and the
employed models are very similar to vQEA.

The more costly methods are clearly CMA-ES
and MBOA. In terms of CMA-ES, a covariance
matrix is generated based on the population of the
current generation. Also, the sampling of new solu-
tions according to this covariance matrix adds com-
plexity to the algorithm. MBOA is the most costly
among the tested methods here. As discussed earlier,
its computational overhead is large and it requires
significantly more resources than any of the other
methods.

In order to demonstrate the computational cost
of all the methods, the execution time for each of
them is recorded. It is explicitly noted that the exe-
cution time is not a very reliable metric to compare
algorithms to each other since it has a number of
problems. The results depend not only on the used
hardware, but also on the used programming lan-
guage, the programmer’s capabilities to optimize the
code and the included software libraries. For exam-
ple, MBOA is based on a C++ implementation,
while all other methods are implemented in Java.
Nevertheless, such a comparison can be very infor-
mative, if the limitations are known and discussed
properly.

All methods apply the same configurations as
used in the benchmark analysis. Only the stopping

criterion was slightly modified: the algorithms per-
form the maximum number of FES and are not
allowed to stop earlier, even if the success criterion is
reached. Thus, all methods evaluate the fitness func-
tion N ×4×103 = 4×105 times. The execution time
was averaged over five runs. All experiments are per-
formed on the same machine, which is an Intel Core2
Duo CPU, 3.00GHz, 4GB RAM, running a 64Bit
Ubuntu Linux. The C++ code of MBOA was com-
piled using GCC 4.3.3 and the highest optimization
level.

Table 3 presents the measured CPU time for each
method required to finish a single run. As expected,
all binary methods are approximately equal in their
computational demands, vQEA being slightly slower

Table 3. Execution time of the tested methods when
applied on the heterogeneous benchmark problem of size
N = 100. In brackets the standard deviation is given.
The third column presents the required time in rela-
tion to the execution time of hMM-EDA. For example,
CMA-ES required ≈18.5 more time than hMM-EDA.

Method Time in sec. Relative to hMM-EDA

hMM-EDA 8.5 (0.0) 1.0
cMM-EDA 12.0 (0.0) 1.4
vQEA 38.6 (0.9) 4.5
PBIL 18.4 (0.1) 2.2
cGA 26.5 (0.1) 3.1
UMDA 19.8 (0.0) 2.3
CMA-ES 157.5 (5.1) 18.5
MBOA 2740.3 (12.0) 322.6

In
t. 

J.
 N

eu
r.

 S
ys

t. 
20

10
.2

0:
48

1-
50

0.
 D

ow
nl

oa
de

d 
fr

om
 w

w
w

.w
or

ld
sc

ie
nt

if
ic

.c
om

by
 A

U
C

K
L

A
N

D
 U

N
IV

E
R

SI
T

Y
 O

F 
T

E
C

H
N

O
L

O
G

Y
 o

n 
08

/0
9/

17
. F

or
 p

er
so

na
l u

se
 o

nl
y.



November 19, 2010 10:50 00256

On the Probabilistic Optimization of Spiking Neural Networks 497

due to the additional probabilistic models. Also
cMM-EDA and hMM-EDA report a fast execu-
tion time. The very good results of hMM-EDA are
attributed to the conditional model update. Only
if the sampled solution is worse than the current
attractor does an update occur. Since the algorithm
converges before the maximum number of FES is
reached, no model update occurs in later stages of
the run since the attractor and sampled solution are
always identical. This situation results in an impres-
sive execution time. If hMM-EDA is configured with
a slower learning rate θσ in order to prevent the early
convergence of the method, the execution time of the
algorithm is close to the one for cMM-EDA.

CMA-ES and MBOA require on average ≈157
and ≈2740 seconds, respectively, to finish the run.
Compared to hMM-EDA, these methods are approx-
imately 18 and 322 times slower than hMM-EDA.

Considering the obtained results on the proposed
benchmark, hMM-EDA is clearly a highly competi-
tive algorithm among the presented methods. How-
ever, a more detailed analysis on a wider range of test
functions will have to be performed to provide fur-
ther statistical evidence for this claim. Nevertheless,
the obtained results have demonstrated a promising
proof of concept. The hMM-EDA is a light-weight,
fast and reliable optimizer with a negligible computa-
tional overhead. Practical guidelines have been pre-
sented that allow an easy and intuitive configuration
of the method.

5. Conclusion and Future Directions

In this paper, it was argued that the simultaneous
optimization of different search spaces can be highly
beneficial in the context of optimizing SNN. We have
presented a literature review on heterogeneous opti-
mization algorithms and provided an example for the
successful application of such a method for a SNN
based feature selection and classification method.
The heterogeneous evolutionary algorithm proposed
by the authors in Ref. 16 was named Heterogeneous
Multi-Model Estimation of Distributed Algorithm
(hMM-EDA).

This paper provides an experimental analy-
sis of hMM-EDA using a synthetic test problem.
The benchmark shares similarities with a typical
wrapper-based feature selection scenario as observed
in QiSNN. It resembles a classical sphere function,

see e.g.,55 for a definition, which was investigated in
many EA related studies. We argue that in order to
address complex problems in the context of SNN, it
is essential for any heterogeneous optimizer to solve
this simple test function efficiently.

Eight different optimization techniques were
tested and discussed. In comparison to binary-
only and continuous-only optimization algorithms,
hMM-EDA is highly competitive. Even the much
more complex continuous-discrete optimizer MBOA
required slightly more FES than hMM-EDA to solve
the benchmark reliably. However, the analysis of
more test functions is required to provide strong
statistical evidence to this claim.

In terms of the computational cost of these meth-
ods, it was shown that hMM-EDA requires very
little algorithmic overhead, especially in compari-
son to MBOA and CMA-ES. hMM-EDA is a light-
weight, fast and reliable optimization method that
requires the configuration of only very few parame-
ters. Practical guidelines for configuring the method
were experimentally derived.

Future research might consider the optimiza-
tion of other benchmark functions. A generalized
benchmark suite providing a variety of hetero-
geneous test functions with known characteristics
would allow a more rigorous experimental analy-
sis of the performance of hMM-EDA. Similar suites
have been proposed for the testing of numerical opti-
mization algorithms, cf. e.g., the excellent CEC’05
benchmark suite.55 Other directions might elabo-
rate on the differences between hMM-EDA and co-
evolutionary approaches such as presented in Ref. 56.
An early discussion of these differences can be found
in Ref. 43.

A concrete example for an application of
hMM-EDA is the optimization of the specific neural
models, such as probabilistic SNN57 or the compu-
tational neuro-genetic modeling (CNGM) presented
in Ref. 58. In the latter a gene regulatory network
(GRN) affects the spike activity of a SNN. Both the
GRN and the SNN have parameters that need to
be optimized in order to fit the CNGM to a given
data set. A manually fine-tuned CNGM that is capa-
ble of reproducing experimental data on long-term
potentiation (LTP) occurring in the rat hippocam-
pal dentate gyros was presented in Ref. 59. Using
hMM-EDA the optimization process could be auto-
mated and the model accuracy increased.
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