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Abstract

The paperdiscusseshe motivationfor, heritage architec-
ture and future developmentplansof the FuzzyCOPEsoft-
ware ervironment. FuzzyCOPEHs a free software environ-
mentfor teaching,researchand intelligent systemdevelop-
ment.

1.Introduction

Artificial neuralnetwork (ANN) methodshave long been
known to offer powerful meansof solving a wide variety of
problems. The teachingof thesemethodsto undegraduate
studentgequiresalow costsoftwaretoolboxthatis compre-
hensve in termsof the numberof modelsavailable, while
still being easyto use. Teachingat the postgraduatdevel
alsorequiresa comprehensie systemthat is capableof be-
ing utilised for researctprojects,while rapid changesn the
stateof the art of ANN systemgequirea systemthatis eas-
ily expandable.Here,an attemptat fulfilling theserequire-
mentsthe FuzzyCOPHEamily of softwaretools,is described.
The capabilitiesof the softwareare describedaswell asthe
architectureof the systemandthe reasoningoehindthe de-
signdecisionamade.The paperis structuredasfollows: sec-
tion 2 describeghe developmentof the FuzzyCOPHamily
of software. Section3 describeghe architectureof the soft-
ware, section4 describeghe userinterfacedesign,andsec-
tion 5 discusseplansfor future development. Conclusions
aregivenin section6.

2.The FuzzyCOPE Family of Software

Since the paradigmof hybrid connectionistrule based
systemswas established4] thereare now several software
ervironments that implement this paradigm. The first
generatiorof suchervironmentgseefor exampleCOPE[5])
implementedn a logical way differenttypesof ANN (such
as multi-layer perceptrons,Kohonenself-olganising maps
[3], adaptve-resonanceheory ANN [2]), to be combined
with the CLIPS-basedroductionsystems. Here, an ANN
could be called for training, or for recall of the action part
of the productionrules [4] [5]. The secondgenerationof

such environmentsincluded fuzzy rules and fuzzy neural
networks. Suchan ervironmentwas FuzzyCOPH®6]. This
ervironmentfurther developedthe main principlesof COPE
[5] through a combinationof Fuzzy-CLIPS(an extension
of CLIPS) developed by the NRC in Canadain 1994,
http://ai.iit.nrc.cal/fuzzy/fuzzy.htm and
fuzzy inferenceand fuzzy-neuralnetwork modules. Fuzzy-
COPE 1 was releasedin 1995, and containedsome basic
datamanipulationtools, a MLP simulator and a Kohonen
SOM simulator FuzzyCOPE2 was releasedn 1996, and
addeda fuzzy neuralnetwork (FUNN) simulator[6, 8]. After
the successfutonstructionof a large C++ ANN codebase
in 1997 as part of the CBIS project[9], it was decidedto
re-implementFuzzyCOPEusing this code. The resultsof
this effort werereleasedn 1998.

The current releaseversion of FuzzyCOPEis version
three.Themodulesin versionthreeinclude:

e Multilayer Perceptrons
¢ KohonenSelf OrganisingMaps
e FuzzyNeuralNetworks

¢ datamanipulationand transformationfunctions (data
shufling, normalisationdenormalisation)

FuzzyCOPRE3 is currently being usedin the teachingof
threecoursesat the University of Otago,at secondthird and
fourth yearlevels. In thesecoursest is beingusedboth as
ateachingervironment,for introducingstudentgo the con-
ceptsandprinciplesof intelligent systemsandasa basisfor
studentprojects.

The successorto version three is currently in devel-
opment. Unlike the radical changefrom version two to
version three, version four is intendedas an evolutionary
developmentof it's predescessor New modulesaddedto
FuzzyCOPH include:

¢ ElmanSimpleRecurreniNetworks

e FourlayerFuzzyNeuralNetworks



e Ewvolving FuzzyNeuralNetworks (EFUNNS)[7]

¢ additionaldatamanipulationandtransformatiortools

FuzzyCOPE3 may beobtainedfrom
http://kel . otago. ac. nz/ sof t war e/ Fuz zy COPE3/

TheFuzzyCOPH! websiteis at
http:// kel . otago. ac. nz/ sof t war e/ Fuz zy COPE4/

3.Architecture of FuzzyCOPE
3.1.Requirements

Thearchitectureof ary pieceof softwareis determinedy
therequirement®f the system.In the caseof FuzzyCOPE3
and4, therequirementareasfollows:

e The computationakenginemustbe functionally sepa-
ratefrom the GraphicalUserInterface(GUI), to allow
it to beusedfor otherapplications.

¢ The Application Programminglnterface (API) to the
enginemustbe availablefor the developmentof intel-
ligentapplications.

¢ Theenginemustsupportthe existenceof an arbitrary
numberof objects,of whatevertype,in memoryatary
onetime.

e Theenginemustmaintainall objectsin memory with
secondanstorageacces®ccurringonly whenloading
or saving objectsfrom or to file.

e Thesystemshouldbeasopenaspossibleto future ex-
pansiorandenhancement.

¢ Forreason®f speecandportability, the computational
engineshouldbewrittenin ANSI compliantC++.

3.2.Architectural Philosophy

Given the system requirementsabove, the paradigm
choserfor thearchitectureof FuzzyCOPHS thatof a Client-
Sener system. Commandsand data are passedbetween
the client (for example, the user interface) and the sener
(the modulethat containsthe computationalprocessesyia
formattedstrings.Commandandresultstringsareassembled
and parsedby Application ProgramminglInterface (API)
librarieswritten in a variety of programmindanguagesThe
sener itself maintainsa registry of objectsthatarecurrently
available in memory where eachobjectis identified by a
uniquestringidentifier (or alias). This paradigmwasselected
for thefollowing reasons:

¢ Eliminatesproblemswith C++ pointers.Manipulating
pointersis one of the mosterrorpronefeaturesof the
languageshat supportthem,andposemary represen-
tation problemsin thoselanguageshatdo not. By as-
signingeachobjecta uniquealias,pointersneednotbe
consideredttheuserlevel.

¢ Avoids problemswith passingdatain proprietaryfor-
mats. Many programmingproducts,especiallyon the
Windows platform, useproprietaryformatsfor repre-
sentingdatatypessuchasfloating point numbers.By
passingall dataandcommandsasstrings,suchpropri-
etaryimpedimentsareobviated.

e API library flexibility. Any programminglanguage
that supportsstringscan be usedto createan API li-
brary. Languagesurrentlybeingusedto develop API
librariesinclude C++, Borland Delphi and MicroSoft
VisualBasic.

¢ Simplifiesuseof the system. Only the API functions
needbe consideredat the applicationlevel. The com-
plexities of thecommandstringsandthecomputational
enginecanbeignored.

¢ Readilylendsitself to future expansion.The computa-
tional enginecanbe expandednto a network enabled
senerwithout fundamentathangego the code,while
the commandanguagecanbefurther expandednto a
specialisedcriptinglanguage.

3.3.The Frigate Command L anguage

As mentionedabove, communicationbetweenthe client
applicationand the computationalengineis via formatted
strings. The format of thesestringsandthe commandghey
carryarereferredto asthe Frigatecommandanguage.

3.3.1.Philosophy of Frigate

TheFrigatecommandanguageés designediroundthefol-
lowing principles:

¢ Extensibility Thelanguagenustbe easilyextensible,
to incorporateuture functionality.

e Consisteng. Commandsthat do similar tasks must
have a similar structure.

e Comprehensible.Commandsand responsesnust be
unambiguousndeasyto understand.

¢ Forgiving. The syntaxmustnot be rigid, to easein-
teractionwith the engineand developmentof API li-
braries.



3.3.2.Structureof Frigate

A Frigatecommandstring consistsof a singlecommand,
usuallyfollowedby oneor moretag-agumentpairs.A tagis
a string meaningfulto the interpreter while the agumentis
thevalueassociateavith thattag. Argumentsnaybestrings,
qguoted (multi-part) strings, numerics, booleansor arrays.
Presentedbelov aresomeexamplesof Frigatecommands.

create type MLP alias IrisMP inputs 4
hi dden {10, 15} outputs 3 bias true

In this example,the commandis cr eat e. The type of
objectto create(the argumentto the t ype tag) is a Multi-
LayerPerceptror{MLP). Theal i as tagspecifiegshename
to assigrthe MLP whenit hasbeencreated.Thearchitecture
of the MLP is specifiedby thei nput s, out put s, hi d-
den andbi as tags.Heretheagumentgo thei nput s and
out put s tagsare4 and3, respectrely. Theargumento the
hi dden tagis anarray andspecifiegthatthe MLP is to have
two hiddenlayers,oneof 10 nodesandtheotherof 15 nodes.
Thefinal tag, bi as, is a booleanspecifyingthe presencer
absencef abiaslayer.

Note that the orderin which the tag-agumentpairs are
presenteds irrelevant. Theonly restrictionsarethatthecom-
mandkeyword mustbethefirst item of the commandstring,
andthattheargumentvaluesmustfollow the correcttags.

To loadanMLP from disk, thecommands:

| oad type MLP alias IrisMP filenane
“tiris.mp’’

Here the commandl oad will load a MLP type object
fromthefilei ri s. m p andassignt to thealiasl ri sMLP

4.The User Interface of FuzzyCOPE 4
4.1.Requirements

It is desirablefor the GraphicalUser Interface (GUI) of
FuzzyCOPH to satisfythesecriteria:

¢ BedevelopedusingaplatformindependenGUI devel-
opmentervironment. This hasthe advantageof max-
imising the numberof platformsandoperatingsystems
that canuse FuzzyCOPE4 whilst minimising the de-
velopmentime of the GUI.

¢ Is ableto be extendedto meetthe future development
of the FuzzyCOPH! engine.

e Usesaobjectorientatecparadigmfor the development
of the GUI which mirrorsthatof the FuzzyCOPEl en-
gineandAPI.

¢ Hascomprehensie visualisationcapabilitiesfor both

dataandANN

Figurelis ascreenshoof theintendedook of the Fuzzy-
COPE4 GUI. The userinterfaceparadigmis that of a work-
benchwherethe variousobjectsthat are storedin memory
are representedjraphically using differenticons. Connec-
tions betweericonsreflectthe associationbetweerthe data
objectsandthe processinglementf the FuzzyCOPHl en-
gine. By right-clicking on ary of theicons,a setof functions
thatcanbeappliedto anobjectcanbeselected.
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Figurel: Theintendedook of the FuzzyCOPE4 GUI

By usingthis methodof visual developmentof the users
neuralnetwork designthey areabstractedway from thepro-
cessingf the FuzzyCOPH API andengine We believe this
to beadesirabldeatureof theFuzzyCOPEparadigmin terms
of its useasateachingtool to explain the conceptsof neural
network designandimplementation.

5.Future Development of FuzzyCOPE: FuzzyCOPE 5

Furtherdevelopmentsof the FuzzyCOPHEamily arealso
planned Versionfiveis intendedo beanetwork basedsener,
with the capability of both communicatingwith clientsand
readingandwriting dataacrossthe WWW. Conceptualde-
signssofar have focussedn alow level socletsbasednter-
facefor the sener. Sincecommandsandresultsare passed
betweerthe client and sener asstrings,the relatively prim-
itive interface soclets provide will not be a disadwantage.
Basingtheinterfaceon socletswill alsoallow API libraries
to be written in a variety of popularlanguagesjncluding
Java, Perl, PHR Pythonand TCL. Implementatiorof a Java
API library would allow the creationof platformindependent
applicationsthat offload the heary computationaload to a
fastsener. Implementatiorof API libarariesfor suchpopu-



lar CommonGatevay Interface(CGl) languagessPerland
PHPwould allow the creationof intelligentwebsiteghatpro-
cessdatatakenfrom web pageswith connectionisandother
intelligentmodels.

Other advantagesof a soclets basednetwork sener in-
cludea possibleusein distributed geneticalgorithms: GA's
thatseekto optimisethestructureweightsor trainingparam-
etersof ANNs classicallyrequirelargeamountsf processing
power. Previous methodsof dealingwith this problemhave
involvedspeciallywritten seners[1]: the existenceof agen-
eral purposesener andAPI librarieswould assistin solving
theseproblems.

The capability of communicatingwith searchenginesis
also desirable,as this would allow the userto searchthe
WWW for existing datasetsandANN solutions.

Theuserinterfacefor versionfivein envisagedo beeither
aJavaapplication,or aJavaapplet.

As moreJavaimplementation®f thevariousmodulesbe-
comeavailable,a Jasa implementatiorof the sener alsobe-
comespossible. Thiswould allow for platformindependence
for thesener, andopenghe possibilityof adaptinghesener
into amobileagent.

6.Conclusion

The paper has introduced the software ernvironment
FuzzyCOPE.It has describedthe motivation and history
of the system, as well as the architectureof the current
versionsandthe reasondehindthe designdecisionsmade.
Plans for future developmenthave also been discussed.
The FuzzyCOPEervironmentis part of the New Zealand
Repository for Intelligent Connectionist-BasedSystems
(RICBIS) that containsabout100 methods,modules,tools
and systemgeadily available and easily accessibldor both
teachingand intelligent systemdevelopment. The RICBIS
websiteis at:
http://di vcom ot ago. ac. nz/ i nfosci/ kel /-
CBIIS. htnm .
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